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Audience Profile

* Which IT teams / disciplines are represented In
the session today?

* What industries are represented?
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Speaker Introduction

* App911 Emergency Troubleshooting Team Lead

* Technology Adoption Services Team Lead

« Consulting Practice Mentor

* Best Practices Contributor

* Program Owner — Riverbed Performance
Management Workshop Series
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Premise

* We Love Packets!

* Many performance / availability issues can only be
solved with packets and expert analysis

* Analysis Is often delayed or deferred because we
don’t have the packets or the context we need at
the time we need them

* Requirements based design of packet capture and
analysis solutions can help ensure you get the
funding needed to adequately support the
business
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My Ask for This Session

* Engage and Participate
« Share your experience
 Learn from your Peers

* Improve your Craft
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* Performance Management Landscape

* Packet Related Workflows & Technologies
* Requirements & Business Case Mechanics
* Gap & Risk Heat Maps
 Recommendations and Wrap-up
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Performance Management Landscape

* End User Experience
* User End Point Monitoring
* Packets
* Flow (NetFlow, Jflow, Sflow, NBAR, etc)
« SNMP
 Application Metrics
* Application Logging
e Javascript Injection
* Host Metrics
o Infrastructure Metrics
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Next Gen Challenges / Blind Spots
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User End Experience Monitoring

EUE Performance

Before / After Analysis
Device Health cloud
Utilization Monitoring sans
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Browser EUE - Javascript Injection
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Infrastructure Devices / Servers

SNMP
WMI
Vendor Agents @SS
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Flow Records

Netflow

Enhanced Flow

S-Flow, J-Flow Sloul
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Internal Application Components

Java / .NET Profiling
JMX Monitoring

cloud Application Logging
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Packet Capture / Collection

Host Captures

SPAN/TAP
Sa0S mo Pass_ive Appliances
@ &), Traffic Aggregators

Branch .'@ o =

Internet

SharkFest'17 US « Carnegie Mellon University * June 19-22, 2017



Full End to End Visibility

® Packets Flow [
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Heard in the War Room...

e Link utilization is 80%, who'’s using the bandwidth?
» Server utilization is 85%, who’s generating the

oad?
S user experience impacted?

How long has it been going on?

* App ABC is slow, what infrastructure does it use?
* Who owns the fix?
* If device XYZ goes down, who's impacted?

SharkFest'17 US « Carnegie Mellon University * June 19-22, 2017



Heard in the CIO Staff Meeting

* Are we meeting our SLAS?

* Are customers happy?

*|Is IT measurably contributing to company success?

* Are we Investing In the right areas? How do we
know?

* What's the impact if we ?
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Holistic Performance Management

* A comprehensive, synergistic, holistic
Performance Management strategy Is needed to
fully answer these questions

* Packet based performance monitoring is a key
part of that strategy
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Questions / Discussion
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Packet Related Workflows & Technologies

* Capture

* Monitoring

* Triage and Troubleshooting

* Performance Analysis / Protocol Analysis
* Planning
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Packet Capture

* Host Based Captures

* Network Devices with Capture Capabillity
* Passive Appliances

* SPAN/TAP Design

* Packet Aggregation Design

* Packet Aggregation Appliances
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Manage Multiple Host Capture Agents

Capture Manager - Encryption Level: 1

On-Demand Eapture| Continuous Capture

AppResponze Xpertl F'athF'ru:uI:ueI

= {A'=5 Capture Agerts from [Dev Servers.agents]

------- Agent Mame il | D eszcription | TCF Part | Agent Wetwork Adapter | Filker | Statuz

{7 B [ zerer-desy-01 27am .1.136] ethO Drefault 1 currently active capture [VMersion 3.9 [Build 450, L/ %36 [Linus :
{7 B pache-dew-01 27am 0.23] eth Drefault 0 currently active captures [Wersion 3.9 [Build 450), Linus/«386 [Linue
{7 B face-toaerver-dey-01 27am 1.204] ethl Drefault 1 currently active capture [Version 3.9 [Build 450, Linws%36 [Linus
{7 Bl face-toaerver-dey-02 27am 0.84] eth Drefault 1 currently active capture [Version 3.9 [Build 450, Linws%36 [Linus
{7 Bl ztrip-apache-des-01 27am [0.64] ethil Drefault 0 currently active captures [Wersion 3.9 [Build 450), Linus/%36 [Linus
{7 Bl tozervar-dey-01 27am 1.21] etk Drefault 0 currently active captures [Wersion 3.9 [Build 450), Linus/%36 [Linus
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Manage Multiple Host Agents

Capture Manager - Encryption Level: 1

On-Demand Eapture| Continuous Capture

AppResponze Xpertl F'athF'ru:uI:ueI

IRNNRRNE
1 ] i R

= {A'=5 Capture Agerts from [Dev Servers.agents]

Agent Mame il | D eszcription | TCF Part | Agent Wetwork Adapter | Filker | Statuz

[ zerer-desy-01 27am .1.136] ethO Drefault 1 currently active capture [VMersion 3.9 [Build 450, L/ %36 [Linus :
pache-dew-01 27am 0.23] eth 0 currently active captures [Wersion 3.9 [Build 450), Linus/«386 [Linue
face-toaerver-dey-01 27am 1.204] ethl 1 currently active capture [Version 3.9 [Build 450, Linws%36 [Linus
face-toaerver-dey-02 27am 0.84] eth 1 currently active capture [Version 3.9 [Build 450, Linws%36 [Linus
ztrip-apache-des-01 27am [0.64] ethil Drefault 0 currently active captures [Wersion 3.9 [Build 450), Linus/%36 [Linus
tozervar-dey-01 27am 1.21] etk Drefault 0 currently active captures [Wersion 3.9 [Build 450), Linus/%36 [Linus

-- Capkure Details --
Mame: Junz4
.ﬁ.gent:l l

Capkure time range: 20:10:28 Fri Jun 16 2017 ko current
Rolling buffer size; 2000 ME

Promiscuous mode; True

Maximum size of packet data ko store: 65536 bytes

4 Capture skarked by jpittle

| Capture started from: | |

Filter: Default

AppTransaction Xpert Packet Trace Warehouse repository size: 500 MB
Agent nebwark, adapterl |
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;—L—]Eontinuous Capture Preview:

Preview before downloading

Tier Pair Circle | Tier Pair TabIeI Tier Tablel

022 = =
0 = el — 05
064 ~ =
0165 20
0066 P 0Bto
1.40 —>
.77 123,0 MB to
1136
1,222 FEN — k] 512.0 MB to
13 o
18811 L s R > 1.0GB
20553 hd 58
DNS Laokup | Showdll . ..x| FRunlayout | LayoutView
B Network Throughput (kbits/sec): All
35,000
30,000
25,000
20,000
I I
15,000
10,000
5,000
D |
21:00 00:00 0300 0&:00 =g un] 1200 1500 1800 21:00 0o:oo 0300 0g:00
Jun 16 Jun 17 Jun 18
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Preview before downloading

. Continuous Capture Preview:

Tier Pair EIIC|E| Tier Pair Table |T|er Tahlel

Tk ik [< Data =]
o2 136 15GE
36 222 176.2 MB
36 32 80.9ME
5 136 51.6MB
36 E10 39.9ME
40 136 23IMB
36 0553 16.8 ME
36 05.115 16.4 MB
7 136 E5HME
36 558 1.6HMB
0 136 4538 KB -
i | :J_J

B Network Throughput (kbits/sec): All

35,000
30,000 -
25,000 -
20,000

)
15,000

10,000

5,000

21:00 o0:00 0300 06:00 0900 1200 1300 1800 21:00 ag:o0 0z00 06:00
Jun 1B Jun 17 Jun 18

Filter packets outside of time range
’7Fi|ter belore |20.1 0:28 Fridun 16 2017 and after | 08:16:30 SunJun 18 2017 Duration: 1 day, 12 hr, & min, 2 sec

— Operate on Selected Time Range

pdate Tier Pair Circlel ¥ Auto Update Download Selectedl Dawnload (1.9 GB]l Zoam | Full Zaom |
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Navigate to most relevant traffic before download

ntinuous Capture Pre:

Tier Pair Drcle| Tier Pair Table | Tier Tablel

r
[
|
: Tierd [TierB [~ Data B
| 2 113 34 MR
| B
| 113 1222 10.4MB
088 1138 26MB
113 hE10 25MB
1138 0653 937.4KB
1138 205115 3353KB
1.40 1138 3816KB
177 113 B0 4KB
1136 1658 3285KB
030 1136 288K8 &
i »

B Network Throughput (kbitsisec): Selected Tier Pairs H Network Throughput (kbits/sec): All
35,000

30,000
25,0004
20,0004
I
15,000
10,0004

5,000+ A

o T T T T f T T T T U T T
02:30:00 02:40:00 02:50:00 03:00:00 031000 03:20:00 03:30:00 03:40:00 03:50:00 04:00:00 04:10:00 04:20:00

— Filter packets outzside of time range LN\
Filter hefore |D2:21 0 Sundun 182017 Lo after | 04:25:27 Sun Jun 18 2017 / \ Duration: 2 br, 4 min, 26 sec
— Operate on Selected Time Range

Update Tier Fair Ciicle | v Auto Update Download Selected (41 MB]l Download [153.6 MB]l Zoom | Full Zoom |
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Passive Appliances - Capture

 Always on, always analyzing performance

* All conversations, all the time, based on the traffic
presented

e Capture packets into very large, indexed repository

* Packet Slicing and Filtering

 Byte Pattern Recognition

* Focused preview and selection of relevant
conversations before download
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Passive Appliance - Continuous Capture

.|

AR"High Speed Capture Dashhoard
High Speed Capture Summary
=

Roling Buffer range: 4 days, 2 hours, 24 minutes (2017-06-15 15:35:00 to 2017-06-12 17:59:00)

Rolling Buffer size: 235 TB

onapshot Buffer range: 0 days, 0 hours, 0 minutes  (0000-00-00 00:00:00 to 0000-00-00 00:00:007

Snapshot Buffer size: 5.0 MB

snapshots: 0 L |
Detailed Information

The following table shows pacleet capture metrics for each mdividual interface and for all interfaces on the appliance (last row). Each metric 15 updated every minute.
The graph shows the variation in average throughput over the total time window in five minute increments.

Monitoring & | Throughput + | Throughput + | Disk + | Disk * | Packet * | Packet * | Packet Size + | Packet Size + Packet Drops #
Interface Avg [Kbps] Max [Khps] Throughput... Throughput... Throughput... Throughput... Avg [Bytes] Max [Bytes] Awvg [#lsec]

1 0.0 0.0 W A M A 0.0 0.0 0.0 i WA

2 Q27798.1 14073286, 6 A N A 176720.1 259863 .1 GL50.8 1524 M A

AT1 Q27798.1 14073286, 6 712101.8 1160830.0 176720.1 2L9EE3.1 GL50.8 1524 0.0
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SPAN & TAP

* Engineered traffic feeds for performance and
security tools

* SPAN design challenges
* Device / traffic impacts
* Full duplex over half duplex
« Oversubscription
* TAP design challenges
* Full duplex over half duplex
 Managed vs. unmanaged TAPsS

* Virtual TAPs for ESX
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Packet Aggregators

* Essential in large environments
* Key Features:

* Filtering, Splitting, Aggregating
* Header modification

* Scalability

* De-dup

* Flow generation
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Questions / Comments
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Monitoring - Passive Appliances

* Always on, always analyzing performance

* All conversations, all the time, based on the traffic
presented

* Proactive alerting

* Baselining and historical trends

* Quickly determine problem domain and download
relevant packets when deeper dive is needed
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Real Time Views - Sample

| | = 24| | — X
{Throughput (Inbound and Outbound) { Automatic OS0K04 Ft_a & & M [nroughput (Inbound and Outbound) { Automatic '5"‘\ olcl ON a S 0@
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P
Tima Calactinn: IN17.04.44 1200 DOT tn 20170444 2200 OOT
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SharkFest'17 US « Carnegie Mellon University * June 19-22, 2017



Triage & Troubleshooting

« Automated Expert Analysis

« Key stats with traffic overlay

* Protocol Decodes

* End to End Transaction Views
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Expert Analysis Sample

* 1 minute sample

» Automated
Summary of
Delays Analysis

iﬁ-]AppDoctor - aws_west_good_throuw

Summary of Delays |Emec1.rti\fe Summary | Diagnosi

| < Back |

Doubleclick on a

ighput_sample

H I Statistics I

section for more information about that source of delay.

Response time: 60.0 sec

Y

I T — 186 < B 141
Processing Effects Network Effects
‘ D Tier Processing ‘ ‘ - Latency - Bandwidth - Protocal - Congestion
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Summary Statistics

iﬁ-]AppDcctor - - | west_good_throughput_sample

Summary of Delays I Executive Summary | Diagnosis | Statistics |

Export to Spreadshest |

. Total | kel 41
* S O I I l e I I I I n O r paC ket I OSS User Think Time (sec) 0000000 0.000000 | N/A
Effect of Processing (sec) 46.042246 45599809 0.042437
Effect of Network (sec)  13.963628 NAA NSA
d ete Cte d aS re p O rte d by th e 7 Parallel Effects sec)  0.000000  N/A N/A
4
. . [Total | 1186 <>| T
3AC K I n d I C ato rS Response Time (sec) 60.005874 60.005874
lication Tums 45 45
Application Messages 61,912 61,912
Application Data (bytes) 84,520,300 34,520,300
Average Application Message (bytes) 1.365.18 1,365.18
Network Packets 69,166 69,166
PY Network Data (bytes) 89366476  B9,366.476
ut O S e q u e n Ce p aC etS are Average Network Packet {bytes) 1.252.06 1.252.06
Latency (ms) NAA 710
= Effect of Latency (sec) 0.333812 0.333312
not necessarily expected, but S L -
3 Effect of Bandwidth (sec) 0.702963 0.702963
. Effect of Protocol (sec) 12.921820 12.921820
I Effect of Congestion (sec) 0.005034 0.005034
We are USI ng nte rnet Effect of Network: Transfer (s=c) 13629817 13629817
Max Application Bytes Per Tum (A -> B) N/A 16,086,273
Max Application Bytes Per Tum (A <- B} N/A 64
transport SO We Shou Id Max Unacknowiedged Data (A -> B) bytes) N/A 213252
Max Unacknowledged Data (A < B) (bytes) MN/A 64
Retransmissions 0 0
t th t d Out of Sequence Packsts 314 314
eXpeC e uneXpeC e Connection Resets 0 0
TCP Frozen Window {sec) 0.000000 0.000000
TCP Nagle’s Algorithm (sec) 0.000000 0.000000
TCP Triple-Duplicate ACK Loss Indications 7 7
Kl
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Relevant Statistics

Throughput Bytes in Flight

Network Throughput (Kbits/sec) (1000.00 msec buckets) - aws_west_goo... [ =] iﬁ-]TCP In-Flight Data (bytes) - aws_west_good_throughput_sample
W Metwork Throughput (Khbitsisec): B TCP In-Flight Data (bytes):
B Metwork Throughput (Khbitsisec):

M TCP In-Flight Data (bytes):

| Out of Sequence

iﬁ-]{)ut of Sequence Packets (1000.00 msec buckets) - aws_west_good_thro... [H=] E3
JJL 150,000 W Cut of Sequence Packets per 1000 msecs:

15,000 W Cut of Sequence Packets per 1000 msecs:

16
100,000
10,000 144
5,000+ 50,000 4 124
10
il 0 111, | [IFIRAIFIRN |
T T T T T T T k T T T T T T 54
1] 10 20 30 40 50 (=11] 70 80 a 10 20 30 40 50 (=11}
Time (zec) E -
44
o 2
Microbursts of 18-23Mbps
a
a 1 ID 2‘0 3‘0 4‘0 SID BID ?ID g0
Time (zec)
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Packet Exchange vs. Bytes in Flight

| Transaction Analyzer. S | -

File Edit View AppDoctor Simulaton Reports Capture Advanced Windows Help

Tree \ﬁew] Tier Pair Circle ' Data Exchange Chart 1

W TCP In-Flight Data (hites
B TCP In-Flight Data (hytes

=

250,000

200,000
150,000
100,000 <{

50,000 ‘ A
. ' i | i
MNetwork Packet Chart Network chart onty LI
5 10 155 20
P N T L P N T S N

Retransmission 2.

TCP: I f Carries Data * Dataless ACK Retransmission Conn. Control Not TCP

Network Delay Application Delay User Think Time Delay

Dependency delays: I
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399ms burst drill down - 2.2 MB

File Edit View AppDoctor Simulaton Reports Capture Advanced Windows Help

ooooooo

aaaaaaaaaaaa

i

A
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Questions / Comments

* Diagnosed TCP Slow Start on Idle without looking
at decodes

* One more gquick sample of visualization before we
move on....
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@ tra nsaction A nalyzer: itemld_rst_merged

File Edit View AppDoctor Simulation Reports Capture Advanced Windows Help

DR ESZEREESE L0 A%

TCP RTO Visualization 1 of 4

-— - =2 [=]] i&

Tree View | Tier Pair Circle  Data Bxchange Chart i

Network Packet Chart | Network chart only ~|

36:54.1512 10:37:14.1512 10:37:34.1512 10:37:54.1512 10:38:14. 1512 10:38:34.1512 10:38:54.1512 10:3:14.1512 10:38:34.1512 10:38:54.1512 10:40:14,1512 10:40:34.1512

4.193
1.3 sec RTO 0
D R
2R =D
R _\i I3>: D
£
N XX
£l 1 [
Application payload size: f 0 bytes 1-100 101-500 ‘r 501-1000 f 1001-1459 f »= 1460

Dependency delays: I Network Delay Application Delay User Think Time Delay
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TCP RTO Visualization 2 of 4

= Transaiiun Analyzer: itemli_rst_ﬂen:ged - p— —— — — | = | o x
File Edit View AppDoctor Simulation Reperts Capture Advanced Windows Help
A EFfERELEAGE 20 A%E
Tree View | Tier Pair Circle Data Exchange Chart I
Metwork Packet Chart |Netwcfk chart only ﬂ
Hi541512 037141512 10i37:34,1512 10:37:541512 1038141512 1033341512 10:38:54.1512  10:39:14.1512 10:39:34.1512 10:39:34.1512 10:40:14.1512 1040341512
.193
4.0 sec RTO =
%D q
qﬁ = >0
£ R @“
o]
< - 1 I
Application payload size: ‘ ‘f 0 bytes 1-100 101-500 1 501-1000 f 1001-1459 f >= 1460
Dependency delays: | Network Delay Applcation Delay User Think Time Delay
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TCP RTO Visualization 3 of 4

E Transaction Analyzer: item14 _rst_merged — — - =aom X
File Edit View AppDoctor Simulation Reports Capture Advanced Windows Help
= il p— = ETH [ s -
DEEHEsFERELEGSE 80 A%
Tree View | Tier Pair Circle  Data Exchange Chart |
Network Packet Chart J Network chart only hd|
36:5|4,1512 10:3?:]|.4.1512 10:37:3:4.1512 Ll]:3?:5|4.1512 | 13:38:1;1.1512 1.0:38:.3;4.1512 10:33:5;4.].5].2 10:3»9:1|4,1512 10:39:?;4. 1512 10:39:5|4.1512 ].l]:40:1|.4.1512 10:40:3[4.1512 , J
\ | | ' s | f . | s | . | f . | i . f L | f '

é:-'/

12 sec RTO

193

-
D (1535))
3

C;
3x D
ﬂ{ |3xD
KW E— |
Application payload size: ‘ f 0 bytes 1-100 101-500 1‘ 5011000 1‘ 1001-1459 f >= 1460
Dependency delays: ‘ Network Delay Application Delay User Think Time Delay
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E Transaction Analyzer: item14_rst_merged
File Edit View

AppDoctor Simulation Reports Capture Advanced Windows Help
DS HES F

TCP RTO Visualization 4 of 4

— - =RION X |
30 sec
sZEREEGE&2240%E between loss
Tree View | Tier Pair Circle ' Data Exchange Chart I
Metwork Packet Chart [Netwu.'k chart only L‘ and RST
3:54.1512 10:37:14.1512  10:37:34.1512 10:37:54.1512 10381141512 1038341512 10:38:54.1512 10:33:14.1512 10:39:34.1512 10:39:54,1512 10:40:14.1512 10:40:34.1512 J
I E4.193l
=
D (1556}
.
D xR
=8 = &
xR w @
=
. |38.83 g
Kl 1 =]
Application payload size: f 0 bytes 1-100 101-500 f 501-1000 ‘1‘ 1001-1459 f >= 1460
Dependency delays ‘ Network Delay Application Delay Usser Think Time Delay
SharkFest'17 US « Carnegie Mellon University * June 19-22, 2017




Performance Analysis Workflows

* Dev Team Unit Testing

* Load Testing

* Pre-Deployment

* New Technology Assessments
« 3" Party Software Qualification
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Impact Assessments / Planning

« Capacity Planning

* Migration Planning

* Technology Assessments

« Bandwidth Impact Assessment
* End to End Modeling
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Migration Planning - Latency Sensitive Conversations

bz Multi-Group Time Series Chart

h Multi.-Group Time Series Chart 1 o X

fTurn Rate (Servers)

[Turn Rate (Servers) W {1 Minute E m“\ (VIR a 1 £33

u [1 Minute M [;3‘5\ ool

500

#isec

Turn Rate (Servers) Turn Rate (Servers)

0

U T

I T
Wed Thu

W 1020 - se-tivco

T T T T T
Sun Mon Tue Wed

2018-Aug-10 PODT

T
Fi Sat Sun
2018-Aug-10 FDT

i [ m— T e—

T T T T < |
Fii Mon Tue Wed Wed Thu

Time Selection: 2016-08-10 14:28 PDT to 2016-08-17 14:28 PDT
Granularity: 1 minut

{Turn Rate (Servers)

300

200

#isec

100

Datasource] |

1 Minute  hal ‘;;\ oLio W T

Turn Rate (Servers)

r T
Wed Thu

o s R L e — |

J 1 T
Sat Sun

T
Wed

I T
Mon Tue

201€-Aug-10 PDT
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Impact of 40ms Round Trip Latency

Name | Bandwidth A->B| Bandwidth A<-B| Latency | Loss | Link Lii| Window Size A->B| Window Size A<-B =
LAN Environment
20 BT e L N T s
Metworle Environmert
1D<—>p3656-ﬁ:1DDMhps 100Mbps 2ms 0% [ 64KE B4KB
=
Bar Charts |Tabular Results I
Delays: M Paraliel O Tier Processing B Bandwidth [ | Latency [ | Congestion
Response time 20 40 (1] &0 100 120 140 160 18D 200 20 240 260 280 300 30 340 360
in seconds ||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||=
[
LAN Environment
Netwark|
Environment
Response time increases from 1 minute to 6 minutes -
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Questions / Discussion
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Requirements / Business Case

* Packets are an essential data source for
Performance Management workflows

* Business leaders / budget owners seldom
understand the importance

* They need your help to understand how visibility
gaps are actually a risk to the business
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Troubleshooting in the Wild

* DB Replication Delays impact customer data visibility
 Claims Management Down

* Load Testing brings down production data center

* Call Center Stability Disruption

« eCommerce web page crash during checkout

» 2 hour outage of global eCommerce website

* Finance website crashes after super bowl commercial

* Global DNS Failover Troubleshooting
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Business Case

* Tie your requirements for packet based capabilities to
key apps and key infrastructure services

* Characterize the business risk to your key apps &
Infrastructure

» Capture current state capabilities

* ldentify gaps

* Identify risk to the business
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Types of Service Delivery Risks

* Poor app performance overall, can't meet SLAs

* App / Service Is non-responsive

* Dependent system is down

« Can’t complete key transactions

* Incomplete visibility

* Poorly performing infrastructure services are
Impacting everything
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Business Impact

* Customer Churn

* Lost Revenue

* Lost Productivity / Overtime Costs
* Penalties / Fines

* Missed Market Opportunities
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* The most important apps to the business

« Characterize scope, scale, user community

* |[dentify business disruption when these apps are
down or performing poorly

* Simple spreadsheet to capture key attributes
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Key App Attributes

A B C D E F G
1
2 |<Customer> Visibility Assessment - Key Apps
3 |Enter details for up ta 10 applications considered critical to the business
4
5 App # App Name App Technology Primary BU Business Use Hosting Location
6 1
7 2
8 3
9 4
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A B G
1
2 |<Customer> Visibility
3 | Enter details for up tg
4
5 App # Hosting Location
6 1
7 2
8 3
9 a
1N [=

H I J K L M N O P Q R S
Business Impact of Outage, (choose all that apply)
Est. total
Est. # of minutes outage Count of Peak Est. cost of  Est. costof  Est. cost of Lost Higher Lost Mktk
outages last 90 /impact last 90 Registered Concurrent  outage /Hr outage /Hr  outage /Hr Revenue Costs Opportunity Customer  Other
days days Users Users (Low) (Med) (High) (Y/N) (Y/N) (Y/N) Sat (Y/N)  (Specify)
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Who has these details?

» Service Delivery Managers
* |IT Business Office

* BU Owners

* Operations
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Current State Capture / Visibility Capabillities

* For each Key App - what is the most essential
traffic to capture?
* What metrics / capability would this give you?

* If you had “full coverage”, how would you describe
it?
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Heat Map Overview

* Simple Excel Spreadsheets with conditional
formatting

*Visualize where we need coverage vs. where we
have coverage

* Use color scheme to indicate risk

* [terations of the heat map can be used to
communicate a plan & cost estimates
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Current State — Packet Capture Coverage

Views Key Applications Current State

Oracle Tibco Powerstrip OBl ERP Finance

End User Experience

Web to App Performance

App to DB Performance

App to Partner Systems

App to SSO Performance

Complete Some Risk |:|Not,ﬁ.pplicable
Partial Significant Risk
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Current State / Future State Roadmap

* Where are my gaps / risks today?
 What do | address first?

. ...second?

o ...third, and so on?

* What would it take to reduce unplanned downtown
for this app by 120 minutes per year?
* What would that be worth to the business?
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Phase 1 — This Quarter

Views Key Applications Roadmap Phase 1

Oracle Tibco Powerstrip OBl ERP Finance

End User Experience

Web to App Performance

App to DB Performance

App to Partner Systems

App to SSO Performance

Some Risk |:|Nc:t,&pplicable

Significant Risk

Complete
Partial

SharkFest'17 US « Carnegie Mellon University * June 19-22, 2017



Phase 2 — Next Quarter

Views Key Applications Roadmap Phase 2

Oracle Tibco Powerstrip OBl ERP Finance

End User Experience

Web to App Performance

App to DB Performance

App to Partner Systems

App to SSO Performance

Complete Some Risk |:|NotApplicable
Partial Significant Risk
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Phase 3 — two Quarters out

Views Key Applications Roadmap Phase 3

Oracle Tibco Powerstrip OBl ERP Finance

End User Experience

Web to App Performance

App to DB Performance

App to Partner Systems

App to SSO Performance

Complete Some Risk I:lﬂotﬂpplicable
Partial Significant Risk
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Alternate Phase 1

Views Key Applications Roadmap Phase 1

Oracle Tibco Powerstrip OBl ERP Finance

End User Experience

Web to App Performance

App to DB Performance

App to Partner Systems

App to SSO Performance

Some Risk |:|Nut,ﬁ.pplicable
Significant Risk

Complete
Partial
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Comments / Discussion
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Key Infrastructure — Shared Services

* What are some key shared services in your
environment?

* Degradation in these services will impact the
entire environment
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Key Infrastructure — Shared Services

* DNS

*NTP

* Active Directory / LDAP

* Single Sign-on

* Emall

* Sharepoint Servers

* VPN / Token Gateways

* NAS Storage

*VVoIP and related infrastructure
s Etc...
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Current State — Critical Shared Services

Critical Infrastructure Services

Global Load Local
DNS |~ 0P3 R98% A /LDAP Load
Balancer
Balancers
Response Time

Transaction Rates

Connection Rates

Resource Utilization

Throughput Rates

Packet Loss / Retrans

Packet Captures

Complete Some Risk
Partial Significant Risk
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Questions / Comments
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General Recommendations

* Use passive appliances to get coverage for
Infrastructure shared services and all application
edge traffic (EUE)

* |[dentify key apps where inter-tier packets are most

peneficial and expand traffic feeds

 Leverage host based captures everywhere

* Add supplemental analysis capabilities on top of
Wireshark
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* Packets are an essential component of your
overall Performance Management capabilities

* Most companies have significant gaps in their
packet capture and analysis workflows

* These gaps represent business risk and can be
identified with a rationalized current state
assessment tied to key apps and shared services

 Create a future state roadmap that shows the

Improvements and benefits of addressing gaps
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Thank You for your Participation!
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